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Abstract

We analyze the impact of EU structural and cohesion funds on economic growth of
European regions, using 2SLS to tackle their potential endogeneity, and estimating a
spatial model to account for inter-regional spillovers. We use the presence of environ-
mentally protected areas as instruments for Cohesion Policy funds. We find that the
European funds have a significant and positive effect on regional economic growth in
the EU. However, there is considerable heterogeneity in the effect of Cohesion Policy
across individual EU member states: the effect is stronger in the new member states,
and weak or negative in the countries hit by the recent austerity measures. The inter-
regional spillovers in the effect of Cohesion Policy on regional growth are found to be
important: most of the effect takes place outside of the recipient region rather than
inside. Finally, our results confirm also positive impact of institutional quality.

Keywords: regional aid; growth; environmental conservation; 2SLS; spatial model.

JEL Codes: C21, C36, F36, E62, O11, P48.

∗This research was initiated while Olga Zajkowska was visiting the Analytical Unit at the Government
Office of the Slovak Republic, whose hospitality and financial support she gratefully acknowledges. We
received helpful comments and suggestions from Julia Bachtrögler, Daniel Dujava, Slavomír Hidas, Peter
Huber, Martin Lábaj, Mikuláš Luptáčik, Aleksander Łaszek, Katarína Rimegová, Vicente Rios, Alena
Sabelová, Stella Slučiaková; seminar participants at Brunel University, Narodowy Bank Polski, Slovenská
Národná Banka, University of Economics in Bratislava and Kazakh-British Technical University; and
conference attendees at European Public Choice Society, Royal Economics Society, Slovak Economics
Association, Warsaw International Economic Meeting, European Workshop for Political Macroeconomics,
Austrian Economics Association, conference on ”Economic prospects for the European Union: Challenges
for economic policy until the end of the decade” in Düsseldorf, and the Trexima conference on 25 years
of transforming centrally planned economies in Bratislava. The views expressed in this paper are those of
the authors and do not necessarily represent the official position of the Government Office of the Slovak
Republic.

†Corresponding author. Lille Économie Management (L.E.M), Université de Lille; Institute for Strategy
and Analysis (ISA), Government Office of the Slovak Republic; PRIGO University, Havířov; and CESIfo
Munich. Email: Jan.Fidrmuc@gmail.com or jan@fidrmuc.net. Web: http://www.fidrmuc.net.

‡Institute for Strategy and Analysis (ISA), Government Office of the Slovak Republic, Email: mar-
tin.hulenyi@vlada.gov.sk.

§Faculty of economic sciences, University of Warsaw. Email: o.zajkowska@gmail.com.

1

mailto: Jan.Fidrmuc@gmail.com
mailto:jan@fidrmuc.net
http://www.fidrmuc.net
mailto: martin.hulenyi@vlada.gov.sk
mailto: martin.hulenyi@vlada.gov.sk
mailto: Ozajkowska@wne.uw.edu.pl


1 Introduction

One of the key principles of the European integration process has always been solidarity.
This is manifested, most prominently, in the funding set aside to support economic con-
vergence within the European Union. Cohesion Policy, the primary tool of regional policy
in the EU’s toolbox, accounts for approximately one third of its budget.1 The importance
of regional aid, furthermore, has been increasing over time: from less than 10% of the EU
budget in the 1970s and the early 1980s to 32.5% in the 2014-20 budget. This reflects
the changing priorities in the wake of the European Union’s expansions. The six founding
members were at similar levels of economic development, so that there was little perceived
need for regional aid. Rather, on the backdrop of food shortages during WWII, the bulk
of the EU spending was dedicated to supporting agriculture to boost security of food sup-
ply. However, the accession of Greece in 1981, followed by Spain and Portugal in 1986,
brought about considerable income differentials among member states and their regions.
The Southern European countries were, furthermore, concerned about greater competitive
pressure following their entry to the Single Market: the increased allocation of funds to
regional aid served to alleviate their fears that they would be adversely affected. These
considerations were further strengthened after the German Reunification in 1990 and the
Eastern enlargements in 2004, 2007 and 2013. Correspondingly, the relative importance of
regional aid has increased and the Cohesion budget has almost caught up with the funding
earmarked for the Common Agricultural Policy.

According to economic theory, Cohesion Policy should have an unambiguously positive
effect on growth. In this, inter-regional redistribution differs from conventional government
spending. If consumers are forward looking, they factor in the future tax liability associated
with current government spending (Barro, 1974, 1979). As a result, increased government
expenditure at present should induce them to save rather than consume more, thus having
little effect on current output. This argument, however, has little relevance for cross-border
fiscal transfers such as the EU regional aid: the future tax liability associated with such
transfers will be borne by tax payers in the EU as a whole, so that each region (or country)
will only be responsible for a small fraction of the future tax liability associated with the
regional aid that it receives. Therefore, the consumers in the recipient region have limited
incentive to save (beyond smoothing consumption over the consumers’ lifetime). Instead,
they should see the increased spending as an increase in their permanent income and
should adjust their consumption accordingly.

The evidence on the growth-boosting effect of EU regional aid, however, has been elusive
so far. Some studies do find that Cohesion Policy has had a positive impact on economic
growth. Other analyses, however, yield an insignificant or even a negative effect. Broad
overview studies by Dall’erba and Fang (2017) and Marzinotto (2012) observe a general
lack of consensus in the literature over the sign of the effect of regional aid on growth.
Dall’erba and Fang (2017) report that the average estimate of the elasticity of EU funds
in their sample of 323 estimates sourced from 17 studies is 0.174 (ranging from −7.6 to
6.3). In this, the Cohesion Policy literature mirrors the findings on the effectiveness of
development aid (Doucouliagos and Paldam, 2009). Given the considerable amounts of
money that the EU spends on Cohesion Policy and the rather optimistic predictions of
economic theory, it is disappointing that clear and overwhelming evidence of a positive
effect remains elusive.
1 We use the terms Cohesion Policy and regional aid interchangeably throughout the paper.
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Nevertheless, the absence of evidence of a positive effect does not necessarily confirm that
no such positive effect exists. The positive effect could elude the researchers for a number
of reasons, such as measurement errors in data on growth or Cohesion Policy transfers.
It is also possible that the effects of regional aid are not limited to the recipient region
but spill over to other regions. European regions are closely integrated into their national
economies as well as to the EU-wide economy. Therefore, an investment located in any
particular region can be executed by firms from other regions of the same country or from
another EU country. Given that most analyses of economic effects of Cohesion Policy are
executed at the level of regions, not accounting for such spillovers would serve to diminish
the estimated effect.

An especially compelling explanation is the possibility that the relationship between re-
gional aid and regional growth suffers from an endogeneity bias. For example, this could
be because of the institutional set-up of regional aid in the EU whereby relatively poor
regions get preferential access to Cohesion Policy funds. This could result in a negative
correlation between regional aid and regional growth: fast-growing regions lose eligibil-
ity for European funds while slow-growing regions retain it. Empirically, this would lead
to a downward bias when estimating the relationship between regional aid and regional
economic growth. Another possibility relates to the process of conditional convergence at
regional level: poor regions generally grow faster than those that are well off (Mankiw
et al., 1992; Quah, 1996). However, since poor regions remain eligible for regional aid
longer, this can generate spurious positive correlation between Cohesion Policy transfers
and growth. In this case, the regression coefficients estimated by OLS would be biased
upwards. Yet another possible reason for endogeneity can be omitted variables. For ex-
ample, poor regions could be stricken by structural issues (such as unfavorable industrial
structure or socio-economic characteristics) which depress their growth performance. Such
regions report disappointing growth figures, despite relatively high receipts of European
funds. In this case, the regression estimates would be biased again downwards.

Most previous studies ignore the possibility of the regional-aid effect being endogenous. If
the bias due to endogeneity is downwards, this could explain the lack of positive estimates
in many studies. Becker et al. (2010, 2018), Pellegrini et al. (2013) and Cerqua and Pel-
legrini (2018) attempt to remove the endogeneity bias by using regression discontinuity
design. They utilize the fact that eligibility for Cohesion Policy changes once a region
passes two arbitrary thresholds: 75% of the EU-average GDP per capita to be classified as
less developed region and 90% for transition regions. Regions that are close to the thresh-
old should be arguably very similar to each other economically, regardless of which side
of the threshold they happen to be on. Their eligibility for regional aid, however, changes
when they exceed the threshold. Becker et al. (2010, 2018) and Pellegrini et al. (2013) find
positive effects of regional aid on regional economic growth (although not on employment
growth).

In our paper, we contribute to the quest to correctly identify the effect of Cohesion Policy
on regional economic growth by addressing two of the aforementioned potential explana-
tions: (1) endogeneity and (2) regional spillovers.

To deal with endogeneity satisfactorily, we require an instrument that is valid and strong:
it needs to be closely correlated with the transfers that regions receive under Cohesion
Policy, but it needs to be uncorrelated with the error term in the growth equation. We
use the presence of environmentally protected areas (designated as such under the EU’s
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Natura 2000 program) in EU NUTS 2 regions as an instrument for regional aid. The
Natura 2000 scheme has awarded protection to over 27 thousand terrestrial and marine
conservation areas, covering some 18% of the EU’s land area and 6% of its sea surface.
This makes the Natura 2000 the largest network of protected sites in the world.2

As we show below, the presence of protected areas and their relative size are strong pre-
dictors of the amount of funding that regions receive from Cohesion Policy.3 There are
(at least) two plausible reasons for this. First, the presence of environmentally protected
sites limits the nature and scope of industrial activity and infrastructure building in the
region. In this context, it is important to note that most Natura 2000 areas are used for
human habitation and/or economic activities, some intensively, including farmland and
urban areas. Only around 13% of the protected areas can be classified as wild. However,
because of their protected status, the human habitation and economic activity within the
site have to be environmentally sustainable and are subject to restrictions. This means
that some activities may not be allowed at all: for example, industrial or agricultural pro-
duction resulting in excessive pollution or noise. Others may be different in nature from
similar activities taking place in areas without environmental protection. For example, a
new road through a protected area may have to be built according to more demanding
specifications (such as adopting noise-reducing measures or having additional features to
allow safe and unhindered access to a nesting/foraging site of a protected species) or it may
have to be planned differently (such as going around the nesting site instead of taking the
shortest possible route). These additional requirements are likely to make the investments
in protected areas more sophisticated.

Second, the regions hosting protected sites are likely to have better access to Cohesion
Policy funding. The Natura 2000 network provides some direct funding but this is limited
in nature. Gantioler et al. (2014) estimate that the annual funds available to finance
Natura 2000 sites are just under €6 million. More importantly, Gantioler et al. (2014)
stress that the regions with Natura 2000 sites can take advantage of funding opportunities
from the European structural and investment funds and other financial instruments of the
EU Cohesion Policy.

To satisfy the exclusion restriction, the instrumental variable needs to affect the dependent
variable, regional economic growth, only through the regressors included in the model
rather than directly. This seems plausible: as we argue above, environmental protection
can have an impact on the nature of economic activity in the region by restricting the
nature and scope of investment in the region (whether financed through the EU Cohesion
Policy or from other sources). Similarly, environmental protection can potentially make
the region more or less attractive as a place of residence, thus inducing people to move
in or out. Hence, the exclusion restriction is met as long as the presence of Natura 2000
sites affects regional economic growth only through their impact on Cohesion spending,
investment expenditure, or population growth – but not directly.4 This assumption seems
justified as we are not aware of a potential direct channel through which environmental
protection would affect regional economic development directly.

2 See “Natura 2000,” European Commission, http://ec.europa.eu/environment/nature/natura2000/
index_en.htm, accesssed July 2019.

3This is also evident from the correlation coefficient of 0.327 between the share of the region’s area covered
by environmental protection and Cohesion Policy spending, as reported in Figure 3.

4Note that we are treating only the EU Funds variable as endogenous. Given that we only have one
instrumental variable, we cannot explore the potential endogeneity of the other regressors.
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To capture the potential spatial spillover effects of Cohesion Policy, we estimate a Spatial
Durbin Model (SDM). This allows for any explanatory variable to affect not only the
outcomes of interest in the given region, but also in other regions, with the intensity of
the spillover decaying with distance.

How much bang does the EU get for its Cohesion-Policy buck? In the next section, we
briefly discuss the existing literature on the impact of Cohesion Policy on regional devel-
opment.5 The data we use are described in section 3. Our empirical approach, in turn,
is covered by section 4. Besides addressing the endogeneity of Cohesion Policy, we also
allow for its effect being heterogeneous across (groups of) countries, and estimate a spatial
model that allow for inter-regional spillovers of regional aid. Section 5 then presents our
results. We summarize our findings and put them into the broader context in the last
section.

2 The Quest So Far

The existing literature on the effect of structural funds on economic growth paints a rather
mixed picture so far. Some studies find a positive impact of structural funds on economic
growth (Beugelsdijk and Eijffinger, 2005; Bradley et al., 2004; Bradley and Untiedt, 2007;
Maynou et al., 2014; Radvansky et al., 2015; Rodriguez-Pose and Fratesi, 2004; Cappelen
et al., 2003; Venables and Gasiorek, 1999; Cerqua and Pellegrini, 2018). Others conclude
that the effect is either insignificant or even negative (Boldrin et al., 2001; Fagerberg and
Verspagen, 1996; Dall’Erba and Le Gallo, 2008; Eggert et al., 2007). The meta-analysis by
Dall’erba and Fang (2017) reviewes the quantitative evidence in 17 studies which together
yield 323 estimates of growth elasticities. The average estimate is close to zero at 0.174 and
the range of estimates is high: from −7.6 to 6.3. Marzinotto (2012) confirms this by calling
the literature inconclusive and pointing out that actual empirical tests tend to produce
worse results than macroeconomic simulations.

Some studies find a conditional effect of EU funds but not a direct one: the impact of re-
gional aid is positive only in the presence of sound institutions (Rodríguez-Pose and Gar-
cilazo, 2015), when the stock of human capital is high and the government is decentralized
(Bähr, 2008), or the funds are managed efficiently (Wostner and Šlander, 2009). Another
set of studies find positive effects only in specific sectors of the economy (Rodriguez-Pose
and Fratesi, 2004), for specific funding objectives (Mohl et al., 2008), or only at some levels
of analysis (Le Gallo et al., 2011).

The research regarding the impact of regional aid on employment is similarly inconclusive.
Dall’Erba et al. (2007) fail to find any positive effects, Mohl and Hagen (2010) find only
a modest effect, while Bradley et al. (2004) and Radvansky et al. (2015) suggest that the
effect is significant and positive.

The reasons for the heterogeneity of findings, and the lack of positive effect, are several:
the studies use different data sets, apply different analytical methodologies, and are based
on different periods. A recent meta-analysis by Dall’erba and Fang (2017) observes that
the later the research was conducted, the higher was the estimated impact of the EU
funds. They attribute this finding to the learning effect on the side of the member states:
countries learn over time how to implement the funds more effectively. They also suggest
5 For more extensive discussion, see Dall’Erba and Le Gallo (2008) and Pellegrini et al. (2013).
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that there may be similar learning effect on the side of the researchers themselves, whose
methodological approaches improve over time. Marzinotto (2012), in turn, suggests that
the disappointing and inconclusive evidence may imply that Cohesion Policy transfers are
allocated inefficiently, managed badly, or used for investment projects that contribute little
to growth.

Another possible explanation for the lack of evidence of a growth-boosting effect of Eu-
ropean redistribution is the possibility that the estimated relationship is marred by en-
dogeneity. Dall’erba and Fang (2017) recognize this, and note that most of the literature
ignores this problem. The main exceptions are Becker et al. (2010, 2018), Pellegrini et al.
(2013) and Cerqua and Pellegrini (2018) who follow a quasi-experimental approach. They
take advantage of the fact that the bulk of regional aid is distributed according to the
so-called Convergence Objective (previously known as Objective 1). Under this objective,
a large share of Cohesion funds is set aside for regions whose GDP per capita is below
75% of the EU average.6 Once a region surpasses this threshold, the amount of funds
that it is eligible to receive shrinks considerably. Arguably, regions that are just below
and just above this threshold should be very similar to each other in every respect other
than their ability to draw regional-aid funds. Becker et al. (2010, 2018), Pellegrini et al.
(2013) and Cerqua and Pellegrini (2018) use the regression discontinuity design (RDD) to
test whether regions on either side of the threshold fare differently with respect to their
growth performance. They find that being eligible for Convergence Objective funding is
associated with significantly better growth performance, but not with better employment
outcomes.

The downside of the RDA approach is that the treatment is measured by means of a
dummy variable: a region is either below or above the Convergence Objective threshold.
Therefore, it is not possible to account for the intensity of the treatment (the extent of
funding received).7 Another disadvantage is the fact that in several instances the regions’
eligibility status deviates from the formal rule: some regions are found to be eligible for
funding under the Convergence Objective even though their GDP per capital exceeds the
threshold, while other regions that are below the threshold are not eligible. Becker et al.
(2010) resolve this by applying a fuzzy RDA; Pellegrini et al. (2013) drop such regions. A
final issue refers to the fact that analysis based on the Convergence Objective disregards
Cohesion Policy funding under other objectives: some 50% of regional aid is set aside for
less-developed regions, so that another half is available for investments in regions that do
not meet the Convergence Objective.

Dall’Erba and Le Gallo (2008) follow a different approach: they use generalized spatial
2SLS (GS2SLS), choosing geographical distance and travel time to Brussels as instrumental
variables. The benefit of this approach is that it captures the presence of spatial spillovers
between geographically close regions. However, as these instruments are constant over time,
they can be used only in a cross-section analysis; such instruments cannot be utilized in
panel data analysis such as ours. Dall’Erba and Le Gallo (2008) conclude that the process
of convergence among European regions is ongoing, but EU Funds do not play much role

6 The EU categorizes its regions into less developed, transition and more developed, defined as having GDP
per capita below 75%, between 75% and 90%, and above 90% of the EU average, respectively. The bulk
of funding, for example, just over 50% in the 2014-2020 programming period, goes to the less developed
regions.

7The only exception is Cerqua and Pellegrini (2018) who control for treatment intensity in their RDD
analysis.
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in it. Inter-regional spillovers are important only in the core regions of the EU, whereas
they more limited in peripheral areas.

With our analysis, we seek to contribute further to the quest to determine if the effect of
Cohesion Policy on growth is positive. To aid us in this quest, we select an instrument
that is neither time-invariant nor dependent on how the regions’ measure up relative to
the EU average per-capita GDP: the presence of environmentally protected areas in each
region.

3 Data

Given the nature of our analysis, we have to combine data from a number of different
sources. First, we use the annual receipts of EU funds at the level of NUTS 2 regions as
reported by the European Commission.8 Until recently, only the total payments over whole
programming periods were available at the NUTS 2 level. To the best of our knowledge,
ours is one of the first papers that uses these newly available annual data for an economic
analysis of the Cohesion Policy impact.9 Only data covering the Cohesion Policy payments
during the last three programming periods, 1994-1999, 2000-2006 and 2007-2013, have been
made available in annual frequency so far, which determines our choice of time period.10

Funds allocated to a region in any given year have to be spent during that year and/or the
next two (occasionally three) years. Our data record the annual payments (rather than
commitments) of Cohesion Policy funds. Because of this, some of the funds committed
during the last 2-3 years of the 2007-2013 programming period were only paid out during
2014 to 2016. We keep the information for 2014 (when most of the spending is likely to
be funds allocated during the preceding programming period), but drop 2015 and 2016
from our analysis.11 Finally, we use only the total amounts of regional aid received by each
region, without breaking it down further by categories of spending.12

The regional distribution of the EU funds for 1997, 2004 and 2013 is depicted in Fig-
ure 1. The maps clearly show how the geographical focus of Cohesion spending has shifted
over time. Traditionally, Cohesion Policy mainly benefited regions at the periphery of the
EU15: Southern Europe, East Germany, Northern Britain, and Ireland. After the East-
ern enlargements in 2004 and 2007, the bulk of funding was redirected towards the new

8 See https://cohesiondata.ec.europa.eu/EU-Level/Historic-EU-payments-regionalised-and-modelled/
tc55-7ysv. The dataset contains information from the following funds: European Regional Development
Fund, European Social Fund, Cohesion Fund, European Agricultural Fund for Rural Development,
European Maritime and Fisheries Fund (Roemisch, 2017).

9 This was a constraint for previous analyses, which either had to work with programming-period averages,
or had to intrapolate and/or estimate the annual figures. For example, Roemisch (2017) used country-level
annual data at project level to create estimates of regional-level annual data, since project names often
contained information about the recipient region.

10Cerqua and Pellegrini (2018) also use the new yearly data. However, they restrict their analysis to the
regions of the EU15 and 1994-2006 period.

11 In principle, the same issue applies to the end of each programming period. However, for the 1994-1999
and 2000-2006 budgets, the end-of-budget spending overlaps with spending allocated during the first 2-3
years of the next period, which also appears in our data. It is only the beginning-of-budget spending in
the 2014-2020 programming period that our data set misses.

12 Only information on spending by the various EU funds (European Regional Development Fund, Cohesion
Fund, European Social Fund, and European Agricultural Fund for Rural Development) is available in
annual frequency. A breakdown by sectors is available for whole programming periods only.
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member states in Eastern and South-Eastern Europe.13

We complement the Cohesion Policy data with regional economic statistics, provided by
Cambridge Econometrics’ European Regional Database: regional output per person, popu-
lation growth, and investment in physical capital14 We also use the Worldwide Governance
Indicators compiled by Kaufmann et al. (2011). These cover six areas: Voice and Account-
ability, Political Stability and Lack of Violence, Government Effectiveness, Regulatory
Quality, Rule of Law, and Control of Corruption. We collapse them into a single com-
posite indicator by means of principal component analysis. The governance indicators are
available from 1996 until 2016 at the country level only.15 Furthermore, they are available
in yearly frequency only since 2002. Therefore, we impute the missing years using a Monte
Carlo simulation of the regression of the composite index on a polynomial of time.

Finally, to construct our instrument, we use the information on the location and size of
Natura 2000 areas, made available by the European Commission.16 The precise geograph-
ical coordinates of all Natura 2000 sites were required to allocate the sites to NUTS 2
regions and also to compute the area of each site. The source of the coordinates is the Eu-
ropean Environmental Agency(EEA).17 Based on the geospatial data from the EEA18 and
Eurostat,19 we attribute each site (excluding marine areas) to a NUTS2 region based on
the coordinates of the centroid of the Natura sites. In some cases, the centroid of a Natura
site lies in a different region because of the shape of the site and the location of regional
borders.20 For that reason, we also web-scrape the publicly available application forms of
the Natura sites and correct the mistakes that arise from the spatial assignment of the
sites. Lastly, we collapse the individual data on sites into regional aggregates, yielding the
proportion of each NUTS 2 region’s area that is protected by the Natura 2000 network,
as well as the number of environmentally protected sites per regions, which constitute our
instruments.

Figure 2 depicts the proportion of the area of Natura sites to the total area of each region
in 1997, 2004 and 2014. Note that the ratio was very low in most EU regions in 1997.
This is because the Natura 2000 program was established only in 1992. Since then, we can
observe that the ratio has increased markedly in the Mediterranean countries (especially
Spain, Greece, France) and the new member states (most notably Bulgaria, Romania,
Slovakia, Poland). The regions with a high density of Natura 2000 sites also tend to have
a high ratio of EU funds to GDP: the correlation between the Natura 2000 site proportion
and the ratio of regional aid to GDP is around 0.33. On the other hand, the correlation

13 The new member states were ineligible for EU regional aid before joining the EU. We therefore assign
them zero payments of Cohesion Policy funds in the pre-accession years. The candidates for EU mem-
bership did receive some fiscal support from the EU already before their EU accession, but the scale of
this support was dwarfed by the amounts that they received following their EU accession.

14 The Cohesion Policy spending could be correlated with investment in physical capital. However, the
correlation coefficient reported in Figure 3 is relatively low, 0.199.

15 Teorell et al. (2018) provide data on the quality of institutions at the NUTS 2 level, however, their data
cover only three years: 2010, 2013 and 2017.

16 See https://ec.europa.eu/environment/nature/natura2000/data/index_en.htm.
17 See http://www.eea.europa.eu/data-and-maps/data/natura-1 and http://bd.eionet.europa.eu/

activities/Natura_2000.
18See http://www.eea.europa.eu/data-and-maps/data/biogeographical-regions-europe-3.
19See https://ec.europa.eu/eurostat/web/gisco/geodata.
20 For example, some Natura 2000 sites are constituted by rivers or river banks. If the river happens to

be the border of a region, and is concave, then the centroid of the site would be located in an adjacent
region.
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between Natura 2000 sites and the growth of output per capita is substantially lower at
−0.10. This suggests that our instrument is closely linked with our endogenous variable
but is not correlated with the dependent variable.

We thus have data from 1997 until 2014 at the NUTS 2 level: altogether 272 regions (in
their 2013 definitions). An overview of the main variables is provided in Table 1, while
Table 2 displays the descriptive statistics. Finally, Figure 3 reports the correlations between
the various variables.

4 Methodology

We estimate an augmented version of the standard Solow-Swan growth model at the
regional level with yearly data (Mankiw et al., 1992; Islam, 1995). Specifically, we estimate

∆ ln 𝑦𝑖𝑗𝑡 =𝛽0 + 𝛽1 ln 𝑦𝑖𝑗𝑡−1 + 𝛽2 ln 𝑠𝑖𝑗𝑡 + 𝛽3 ln(𝑔𝑖𝑗𝑡 + 𝑛𝑖𝑗𝑡 + 𝛿𝑖𝑗𝑡) + 𝛽4𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡

+ 𝛾1 ln 𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 𝛾2 ln 𝑒𝑢𝑓𝑟𝑖𝑗𝑡 ∗ 𝐸𝑈10 + 𝛾3𝑙𝑛𝑒𝑢𝑓𝑟𝑖𝑗𝑡 ∗ 𝐸𝑈3 + 𝛾4𝑙𝑛𝑒𝑢𝑓𝑟𝑖𝑗𝑡 ∗ 𝐺𝐼𝑃𝑆
+ 𝜇𝑗 + 𝜏𝑡 + 𝑢𝑖𝑗𝑡.

(1)

The dependent variable is the log-difference of per-capita output of region 𝑗 located in
country 𝑖 in time 𝑡. The first line contains the standard elements of the Solow model:
the lagged output per capita (𝑦 measured in the preceding year), the ratio of gross fixed
capital formation to GDP (𝑠), population growth (𝑛; note that 𝑔 and 𝛿 stand for the rates of
technological progress and depreciation, respectively). To this, we add the weighted average
of the World Governance Indicators (𝑤𝑔𝑖𝑝𝑐𝑎, with the weights determined by principal
component analysis). We follow the practice common in the literature and replace the sum
of technological progress and depreciation rate with a constant term equal to 0.06.21

The second line contains our variable of interest: the ratio of the EU funds to GDP
(𝑒𝑓𝑝𝑎𝑦𝑟). Since some regions receive no regional aid in some years, we add 1 to this ratio
before taking logs. In the baseline specification, we estimate the average regional aid effect
for all member states. However, we also estimate an alternative specification that allows
the EU funds to have different effects on growth in specific groups of countries: the EU10
– the new member states that joined the EU in 2004, EU3 – the next three entrants,
Bulgaria, Romania (both joined in 2007) and Croatia (EU member since 2013), and the
GIPS – Greece, Ireland, Portugal and Spain, the countries affected by the European debt
crisis since 2009. We can think of a number of reasons why the EU funds could have
different effects groups of member states. The new member states may lack the experience
and expertise required to prepare effective projects that could benefit from EU funding.
On the other hand, Ireland and Southern European member states have been on the
receiving end of EU funds for a few decades now. It is therefore possible that they might
display diminishing returns to EU funding, whereby most projects with a high rate of
return have already been funded. Furthermore, the austerity measures implemented in
the wake of the European debt crisis are likely to affect the return on EU investments in
these countries. The new member states and the traditional recipients of regional aid may
also encounter problems due to limited absorption capacity, and/or because the amount
of funding exceeds the growth-maximizing level (Becker et al., 2012).
21 Mankiw et al. (1992) use 0.05 as the sum of technological progress and depreciation. Using 0.05 would

result in the loss of two observations, Thessaly in Greece in 2000 and Nord-Est in Romania in 2012,
which recorded a negative population growth rate of 5%.
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Finally, we also include fixed effects for regions, 𝜇𝑗, and time, 𝜏𝑡.22 All observations pertain
to country 𝑖, NUTS 2 region 𝑗 and year 𝑡, with the exception of the governance indicators,
which are measured at the national rather than regional level.

Using the regression estimates of equation (1), we can calculate the convergence rate, 𝜆:

𝜆 = −ln(1 + 𝛽1)
𝑡 (2)

This is the speed, at which the average NUTS 2 region approaches its steady state. Alter-
natively, ln (2)

𝜆 is the half-life of convergence: the amount of time required, on average, for
a region to halve the distance that separates it from its steady state (Arbia, 2006).

To address the endogeneity of EU funds, we use the presence of Natura 2000 sites in each
region. We construct two measures of the presence of Natura 2000 sites. Our preferred
instrument is the proportion of the region’s area that is taken up by Natura 2000 sites.
In some specifications, we also add the number of Natura 2000 sites per region as an
additional instrument. We believe that the proportion better reflects the extent of envi-
ronmental protection than a simple count of sites: some sites (national parks) are very
large, while others (man-made structures such as buildings, towers and mines, which serve
as nesting sites) can be very small. Nevertheless, both instruments are strongly and posi-
tively correlated with the amount of regional aid received by European regions, both when
we enter them in the first-stage regression one at a time or jointly (see the next section
for more details).

The EU constitutes a single free market for goods and services with unhindered mobility
of labor and capital. Therefore, the effects of regional aid are unlikely to be confined to the
recipient region. Rather, we should expect the funds spent to translate into an increase in
aggregate demand in the recipient region as well as in (especially nearby) regions in the
same country or in other countries. This requires the use of a spatial weight matrix, which
determines how each region is affected by other regions. The choice of weights is somewhat
arbitrary and mainly depends on the assumptions made in the model. In our case, since
several NUTS 2 regions are islands, we opt for using a spatial weight matrix based on
distance rather than contiguity. Specifically, we use 𝑑𝑖𝑗, the great-circle distance between
the centroids of regions 𝑖 and 𝑗, in kilometers.23 As Kopczewska et al. (2017) note, the
squared inverse distance matrix captures both the global links between all units and local
clusters, as the strength of the relationship between regions declines exponentially with
distance. Since far-away regions are unlikely to exert much influence (and given that we
use the inverse square distance, their weight would approach 0), we only consider spillovers
from regions located within a threshold distance (as explained below) from the recipient
region.

22The use of a fixed effects model is supported by the result of a Hausman test: the test statistic (for the
baseline Solow model augmented to include the ratio of the EU funds to GDP) is 734.11 (significant at
0.00).

23 We also conduct regressions with a spatial weight matrix based on 𝑘 nearest neighbors, with 𝑘 =
{5; 10; 15; 25; 50}. These results, which are available upon request, indicate that our model is robust to
the choice of the spatial weight matrix.
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Thus, the spatial weight matrix W has the following form:

𝑤𝑖𝑗 =
⎧{{
⎨{{⎩

0 if 𝑖 = 𝑗
𝑑−2

𝑖𝑗
∑𝑗

1 𝑑−2
𝑖𝑗

if 𝑑𝑖𝑗 ≤ 𝐷(𝑘) for 𝑘 = {1; 2; 3}
0 if 𝑑𝑖𝑗 > 𝐷(𝑘)

(3)

where 𝑤𝑖𝑗 denotes an element of the spatial weight matrix 𝑊 in row 𝑖 and column 𝑗. That
is, 𝑤𝑖𝑗 equals the inverse of distance squared, as long as the distance is below a critical
threshold, otherwise it is zero. As the thresholds distance, we use quartiles (𝑘) of the
overall distribution of great circle distances among all region pairs. The quartile values
are as follows: {𝐷(1) = 660; 𝐷(2) = 1090; 𝐷(3) = 1594}. 24 Some EU countries have
regions that are overseas territories far away from the country’s mainland.25 Including
these regions would inflate the cut off distances for the quartiles. Furthermore, the impact
of the nearest EU regions on such remote territories might not be economically plausible.26

For this reason, we exclude all EU overseas territories from the spatial analysis.

We estimate a Spatial Durbin Model (SDM):

Δ ln(y) = 𝜌(I𝑇 ⊗ W)Δy + X𝛽 + (I𝑇 ⊗ W)X𝜃 + 𝜇 + u (4)

where Δy is 1 × 𝑛𝑡 vector denoting the growth of output per capita, X is a 𝑚 × 𝑛𝑡
matrix collecting the explanatory variables, W is the spatial weight matrix of size 𝑛 × 𝑛
and 𝜌 denotes the coefficient of the spatial lag, with 𝑛, 𝑚 and 𝑡 denoting the number
of observations, number of explanatory variables, and years, respectively. The kronecker
product of the identity matrix I𝑇 with the dimensions 𝑡 × 𝑡 accommodates W for use in a
panel regression. Additionally, 𝜃 denotes the coefficient for the spatially lagged explanatory
variables in the X matrix. The full spatial model is based on the first two lines of of the
OLS model in (1), with the dummies for different country groups being omitted; instead,
we add an interaction between the EU funds and institutional quality.

Note that in contrast to OLS or 2SLS, the partial derivatives of the SDM are more complex
to interpret. A change in a variable affect the region itself as well as other regions, giving
rise to direct and indirect effects. Let S be defined as:

S = Δ ln(y)
Δxik

= (I𝑁𝑇 − 𝜌I𝑇 ⊗ W)−1(I𝑁𝑇 𝛽𝑘 + I𝑇 ⊗ W𝜃𝑘) (5)

where 𝑥𝑘 and 𝛽𝑘 represent the 𝑘𝑡ℎ column of the X and 𝛽 matrices respectively. The
average direct effect is then given as 𝐴𝐷𝐸 = 1

𝑛𝑡 𝑡𝑟(S), the average total effect is 𝐴𝑇 𝐸 =
1

𝑛𝑡 𝜄′
S𝜄 and the average indirect affect is then 𝐴𝐼𝐸 = 𝐴𝑇 𝐸 − 𝐴𝐷𝐸. In other words, 𝐴𝐷𝐸

is the average of the sum of all diagonal elements of S, 𝐴𝐼𝐸 is the average of the sum of
all off-diagonal elements of S and 𝐴𝑇 𝐸 is the average of the sum of all elements of S, with

24 We also use a spatial weight matrix based on a cut-off value the quartiles of great circle distances for each
region specifically, which results in an equal number of non-zero values for each region. The difference in
results is negligible.

25 The following NUTS 2 regions are overseas territories: Madeira, the Azores, the Canary Islands, Ceuta,
Melilla, Guadeloupe, Martinique, French Guiana and Réunion.

26 As an example, consider the French overseas territories in the Indian Ocean such as Réunion. These are
more likely to be economically influenced by mainland France rather than the nearest region, which is
Cyprus.
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𝜄 being a summation vector of ones. The convergence rate in the SDM has the following
form:

𝜆𝑠𝑝𝑎𝑡𝑖𝑎𝑙 = −ln(1 + ln 𝑦𝐴𝑇𝐸
𝑖𝑗𝑡−1)

𝑡 (6)

The half-life of convergence remains ln (2)
𝜆𝑠𝑝𝑎𝑡𝑖𝑎𝑙

.

The preceding discussion evolves around estimating the impact of EU funds on regional
growth. The result of such an analysis is an elasticity of the growth rate with respect to
percentage changes in the ratio of EU funds to GDP. The downside of such an analysis
is that quantifying the impact of increasing regional aid on the level of output is not
straightforward. Therefore, as an alternative, we estimate the additional output that could
be attributed to spending one more euro of European funds. To get this perspective, we
formulate a model based on aggregate variables:

ln 𝑌𝑖𝑗𝑡 =𝛽0 + 𝛽1 ln(𝑌𝑖𝑗𝑡−1) + 𝛽2 ln(𝑆𝑖𝑗𝑡) + 𝛽3 ln(𝑃𝑖𝑗𝑡) + 𝛽4𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡

+ 𝛾1 ln(𝐸𝑈𝐹𝑖𝑡) + 𝜇𝑗 + 𝜏𝑡 + 𝑢𝑖𝑗𝑡
(7)

where 𝑌 is the aggregate output, 𝑆 stands for the gross fixed capital formation, 𝑃 is
the population, and 𝐸𝑈𝐹 is the total amount of EU Funds received. Furthermore, to
allow for country-specific heterogeneity in the return to EU Funds invested, we estimate
an extended version of the same model with country-specific elasticities aggregate output
with respect to EU Funds:

ln 𝑌𝑖𝑗𝑡 =𝛽1 ln(𝑌𝑖𝑗𝑡−1) + 𝛽2 ln(𝑆𝑖𝑗𝑡) + 𝛽3 ln(𝑃𝑖𝑗𝑡) + 𝛽4𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡

+
28
∑
𝑖=1

𝛾𝑖 ln(𝐸𝑈𝐹𝑖𝑡) ∗ 𝐷𝑖 + 𝜇𝑗 + 𝜏𝑡 + 𝑢𝑖𝑗𝑡
(8)

where 𝐷𝑖 represents a set of dummy variables denoting the individual member states.

This yields a set of elasticities of the impact of EU Funds on the level of each member
state’s aggregate output. Denoting the estimate of the elasticity of country 𝑖’s output to
its receipts from EU Funds as 𝛾𝑖, we note that this elasticity can be expressed as follows:

𝛾𝑖 =
∆𝑌𝑖𝑡

∆𝐸𝑈𝐹𝑖𝑡
𝑦𝑖𝑡

𝐸𝑈𝐹𝑖𝑡

. (9)

Rearranging this, we obtain the marginal effect of EU Funds on output:

Δ𝑌𝑖𝑡
Δ𝐸𝑈𝐹𝑖𝑡

= 𝛾𝑖
𝐸𝑈𝐹𝑖𝑡

𝑌𝑖𝑡

. (10)

Hence, the additional output that can be attributed to increasing EU Funds by 1 euro can
be computed by dividing the estimated elasticity by the ratio of EU funds to output.

5 Results

5.1 Cohesion Policy and Regional Output Growth

Table 3 reports the results of estimating equation (1), on the effect of EU Funds on regional
growth in the EU, by OLS. In the first column, we report the results of a standard Solow
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model (Mankiw et al., 1992; Islam, 1995). The coefficients of all variables are strongly sig-
nificant and have the expected signs: negative for the lagged output per capita (consistent
with the convergence effects, whereby more developed regions grow more slowly), positive
for the investment rate (higher investment/savings rate implies a higher steady state and,
in turn, faster growth rate when the region is below its steady-state level), and negative
for the term entailing population growth (the dependent variable is the growth rate of
output per capita, so that higher population growth implies that incremental increases in
output need to be shared among a larger number of individuals).

In the next four columns, we explore the effect of our variable of interest: transfers under
the EU Cohesion Policy. In column (2), the ratio of EU Funds to GDP appears with a
positive and strongly significant coefficient: the Cohesion-Policy spending boosts regional
economic growth in the EU. In column (3), we add a measure of (nation-wide) institutional
quality, which is also strongly significant and positive: regions in countries with good
institutions grow more dynamically. Importantly, controlling for the quality of institutional
environment does not diminish the positive effect of EU Funds; in fact, the estimated
impact is strengthened somewhat. Adding an interaction between institutional quality
and EU Funds (column 4) changes little: the coefficients of EU Funds and institutions
remain of the same sign and similar magnitude as before, while the interaction term
appears insignificant. Hence, our results suggest that the effect of regional aid on growth
is not conditional on good institutions. Finally, in column (5), we allow the effect of EU
funds to vary across different groups of countries: the GIPS (Greece, Ireland, Portugal
and Spain), the EU10 (the ten member states that joined the EU in 2004), and the EU3
(Bulgaria, Romania and Croatia, the most recent entrants to the EU), with the remaining
member states constituting the baseline against which these groups are compared. The
GIPS countries used to be the main recipients of regional aid in the past, while the EU10
and EU3 are the primary beneficiaries of Cohesion Policy at present. Our results suggest
that the positive effects of regional aid are observed mainly in regions in the new member
states. However, somewhat surprisingly, the estimated group-specific coefficients are not
very precisely estimated. This suggests that there is considerable heterogeneity also within
these broad groups of countries. We return to this issue below, when we estimate country-
specific effects.

As we argue above, there are good reasons to expect the effect of Cohesion Policy to be
endogenous. If this is the case, the effects estimated in Table 3 would be biased. Therefore,
in Table 4, we use the instrumental-variable approach to obtain endogeneity-robust esti-
mates of the effect of EU Funds on regional growth. We use the presence of areas protected
under the Natura 2000 program to construct instruments for the receipts of Cohesion Pol-
icy funds. We construct two alternative measures: the proportion of the region’s area that
is covered by Natura 2000 sites (areaprop), and the number of such sites (count). As ex-
pected, both are strongly and positively correlated with the ratio of EU Funds to regional
GDP: NUTS 2 regions with environmentally protected areas receive more funding than
regions without environmentally protected areas. We use the proportion of protected area
as our primary instrument, as we believe it is more informative than the mere number of
protected sites.27

27 Some Natura 2000 sites are very small. The smallest protected area is Bradlo (SKUEV0402), a disused
iron ore mine in Slovakia, with a surface area of 1 square meter, which serves as a nesting site for several
species of bats. The next 26 sites (all located in Germany, mainly old churches and roofs of old buildings)
each account for less than 20 square meters. The number of sites therefore could overestimate the extent
of environmental protection in regions with many such small sites.
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In column (1) of Table 4, we report the results of the regression where the EU Funds to
GDP ratio is instrumented by the proportion of the area covered by Natura 2000 sites.
Column (2) reports the associated first-stage regression. The EU Funds have a robust
and positive effect on growth. The coefficient estimate is approximately four times larger
than that obtained with OLS, suggesting that endogeneity biases the estimated effects
downwards.28 Adding institutional quality (columns 3-4) does not change this conclusion.
Finally, in the last two columns we use both Natura 2000 instruments. This allows us to
compute the Hansen J statistics (which cannot be computed when the endogenous variable
is exactly identified). The Hansen J is insignificant: the instruments are thus valid. The
high F statistics in columns (2), (4) and (6) confirm that the instrument(s) are also strong:
the first-stage F-statistic is always greater than 100, well above the rule-of-thumb threshold
of 10. We can therefore conclude that Cohesion Policy indeed boosts regional growth.

Finally, it is worth noting that the presence of Natura 2000 sites is positively correlated
with the regional aid that regions receive. This holds both for the proportion of the region’s
area that is under environmental protection and the number of protected sites. As discussed
in the Introduction, this positive correlation could either stem from the fact that Cohesion
Policy supports projects that aim to protect the environment, or it could be driven by the
additional technical requirements due to restrictions in areas with protected status.

5.2 Inter-regional Spillovers of Cohesion Policy

Table 5 reports the results of the SDM estimation of the effect of EU Funds on regional
growth, which allows for inter-regional spillover effects of Cohesion Policy. Table 6 then
summarizes these by reporting the direct, indirect and total effects. The test results in
the bottom part of Table 5 indicate that the SDM is preferred not only over the OLS
model, but also over the Spatial Error Model and the Spatial Autoregressive Model. The
coefficient of spatial dependence, 𝜌, is significantly positive, implying positive spillovers in
GDP per capita growth rates. As a result of the positive indirect effect of output, however,
the convergence rate in the SDM is lower than those implied by our OLS and 2SLS results.
For the EU funds, the direct effect approaches zero and is insignificant. In contrast, the
indirect effect is positive and statistically significant (although only weakly). The total
effect is therefore also positive (but again only weakly significant): regional aid to a region
helps the surrounding regions more than the recipient region itself. The same can be said
about the investment rate: the direct effect is relatively small, but the spatial spillovers
are positive and statistically significant, resulting in a statistically significant and positive
total effect.

The fact that the indirect effect dominates could indicate that economic activity in nearby
regions benefits from increased Cohesion spending. For example, the investments financed
by regional aid could be carried out by firms located in other regions, and the increased
spending could also increase the imports of goods (e.g. building materials) from other
regions.

28 As we argue in the Introduction, this kind of bias could be driven by the fact that slowly-growing
regions receive more regional aid because they remain eligible for funding earmarked for Less Developed
Regions and/or Transitions Regions for longer. In contrast, dynamically-growing regions graduate from
these classes of regions and thereby lose eligibility for the bulk of Cohesion Policy funding.
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5.3 Quantifying the Return to Cohesion Policy Spending

So far, the analysis has been concerned with the effect of Cohesion Policy spending on
regional economic growth. Our findings show that this effect is significantly positive: re-
gional aid accelerates the regions’ growth performance. The resulting elasticities, however,
do not lend themselves to a straightforward quantitative assessment of the return on Co-
hesion Policy funds invested in the regions. Therefore, as the final step in our analysis, we
estimate the relationship between aggregate GDP and the volume of EU Funds received
by each region, as put forward by equations (7) and (8). This analysis allows us to quantify
how much bang for the buck each euro of Cohesion Policy spending generates, as shown
in equation (10).

Table 7 reports the results of the regressions with regional aggregate variables as given
by equation (7). We again start by estimating a baseline regression, relating output to
investment in physical capital and population size (column 1). Then, we add aggregate
EU Funds (column 2), institutional quality (column 3) and the interaction of these two
variables (column 4). In the last column, we allow the EU Fund effect to be different in
the EU10, EU3 and GIPS. The EU Funds are always significantly correlated with regional
economic activity. When we allow for differences between the groups of countries, the
regional aid effect is insignificant for the baseline but strongly positive in the new member
states: the interaction terms for the EU10 and EU3 are both significant and positive. In
contrast, we observe a negative effect for the GIPS group: Greece, Ireland, Portugal and
Spain. We suspect that this may be because of the relatively poor economic performance
of these countries during the recent Global Financial Crisis and in its aftermath.

In the last four columns, we again instrument the Cohesion Policy receipts with the pro-
portion of region’s area protected by the Natura 2000 program (column 6, with the first
stage reported in column 7) and the number of protected sites (columns 8-9). When es-
timating the aggregate relationship, the 2SLS coefficients tend to be similar (in size and
significance level) to those obtained with OLS.

In the bottom part of Table 7, we compute the multiplier effects implied by the estimated
elasticities and the EU Funds to GDP ratios, as given by equation (10). With the EU-wide
average EUF/Y ratio being 0.007 (so that the Cohesion Policy receipts on average amount
to 0.7% of GDP) and with the output elasticity to regional aid being 0.0016, the EU-wide
regional multiplier is 0.24. That is, for every €1 of EU Funds spent in the region, overall
output increases by 24 cents. While this may seem low, one needs to bear in mind that
this is only the short-run effect on the recipient region. Our analysis considers NUTS 2
regions, which are closely integrated into their national economies as well into the wider
EU single market. One can therefore assume that €1 invested in the recipient region has
further positive effects on output in other regions within the same country and also in other
EU member states; indeed, our results based on estimating a spatial model of growth do
suggest this.29 Furthermore, this multiplier is estimated based on the contemporaneous
elasticity of EU funds with annual data. Besides the positive contemporaneous effect,
further output gains can be expected also in the following years.

The regression in column (5) allows us to compute multipliers for country groups. Our

29 Our estimate is consistent with the finding of Zawistowski et al. (2011) who conclude that each €1 of
Cohesion Policy funds spent in the Visegrad Four countries and translates into 61 cents of additional
exports from the EU15 countries.
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calculation suggests that one euro of EU Funds increases output by 13 cents in the EU10
and by 26 cents in the EU3. In contrast, the effect in the GIPS countries is strongly
negative, a fall in output by 52 cents. In the rest of the EU, the effect also negative but
more moderate, at −21 cents. However, one should bear in mind that the effect for the
remaining countries is based on an insignificant coefficient estimate, so that it should
be taken with a grain of salt: statistically speaking, the effect can be either positive or
negative.

Estimating equation (8) allows us to compute a separate multiplier for each member
state; these constitute average effects across all regions within the same country. The
country-specific regression estimates and multipliers are reported in Table 8 and Figure 4.
These estimates further demonstrate the high degree of heterogeneity in the effect of
Cohesion Policy across the EU. The multiplier ranges from −31 in Denmark to 6.7 in
Luxembourg: that is, one euro of regional aid is associated with output falling by 31 euros
in Denmark and rising by 6.7 euros in Luxembourg. It is important to note, however,
that these values are obtained for small countries, which, being relatively rich, are not
important beneficiaries of the EU Cohesion Policy. For the main recipient countries in
Southern and Eastern Europe, the estimated multiplier effects are more modest in size.

A few general observations can be made. The multipliers tend to be negative in the coun-
tries hit by the Global Financial Crisis and the ensuing austerity measures: −0.61 (based on
an insignificant coefficient) for Ireland, −0.67 for Spain, −.29 for Portugal, −0.20 (based on
an insignificant coefficient) for Greece, and −2.2 for Italy. Among the new member states,
which are at present the main beneficiaries of Cohesion Policy, the estimated multipliers
tend to be of intermediate size. Specifically, the effect is insignificant for Bulgaria (0.05),
Cyprus (−0.09) and Hungary (0.00), 0.06 in Estonia, 0.10 in Malta, 0.13 for Latvia, 0.15
in Poland and Slovenia, 0.19 in Lithuania, 0.23 in the Czech Republic, 0.42 in Slovakia,
and 0.47 in Romania.30 Interestingly, the United Kingdom, whose decision to renounce
its EU membership was in part motivated by concerns about its contribution to the EU
budget being too high, records one of the highest multiplier effects: each £1 of EU Funds
generates £3.1 of additional output in this country.

Further research should shed more light on the factors behind this heterogeneity in the
effect of Cohesion Policy. Several explanations could be advanced. It is possible that the
countries that have been EU members longer have learned how to utilize the EU Funds
more effectively. This could explain why some of the old member states in Western and
Northern Europe report relatively high multiplier effects. Another possibility is that these
differences are driven by the sectoral break-down of regional aid in the recipient regions.
Cohesion Policy finances projects in the areas of research and innovation, support for small
and medium sized enterprises, environment, transport, employment, training, and public
administration. The recipient countries/regions have different developmental needs, and
the break-down of regional aid therefore varies from country to country. It is possible that
the return on investment varies across these areas. Moreover, spending in some areas can
yield a short-term return (which would be captured by an analysis such as ours), while
funds spent on other areas may only produce a return in the medium to long term. Finally,
the negative effects estimated for some of the Southern European countries are probably
driven by the effects of the austerity measures implemented during and in the aftermath
of the Global Financial Crisis rather than being attributable to Cohesion Policy.
30 Croatia also appears with a sizeable negative multiplier, −3.3. This country only became an EU member

in 2013 and therefore this estimate is based on only modest regional aid inflows.
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6 Conclusions

This paper reports on the results of our quest to identify the effect of the EU Cohesion
Policy on regional growth in the EU. Unlike most of the previous literature, we account
for the likely endogeneity of EU Funds in regional economic performance, and for the
potential presence of inter-regional spillovers in regional-aid impact.

To address endogeneity, we use the presence of environmentally protected areas under the
EU Natura 2000 program as instruments for Cohesion Policy transfers. The presence of
such areas is strongly and positively related with the amount of EU Funds that NUTS
2 regions receive. Our findings confirm that payments from European Funds significantly
boost regional growth and the level of regional output alike. Hence, Cohesion Policy helps
facilitate convergence and reduces differentials in regional development in the EU. When
we control for endogeneity of Cohesion Policy, the estimated effects appear stronger than
those obtained with OLS. Hence, endogeneity of regional aid biases the estimated effect
downwards, which may help explain why many previous studies failed to identify a signif-
icant effect.

The results of estimating a spatial model of regional aid and growth confirm that inter-
regional spillovers are important. In fact, our findings suggest that most of the impact of
Cohesion Policy takes place in nearby regions rather than in the recipient region.

When we attempt to quantify the size of the regional aid effect, we find that on average €1
of EU Funds raises the output of the recipient region by 24 cents. While this estimate may
seem low, it is important to bear in mind that it does not include the potential increased
demand in other regions or in subsequent years. Our spatial analysis indeed suggests that
such spillovers are important: Cohesion Policy spending in one region can raise output in
that region or it can be used to purchase goods and services from other regions.

There is, nevertheless, considerable heterogeneity across countries in the effectiveness of
regional aid. The multiplier effects exceed unity in some Western and Northern old member
states: Austria, Luxembourg, and somewhat surprisingly also in the United Kingdom. They
are positive but less than one in most of the new member states: Lithuania, Latvia, Malta,
Poland, the Czech Republic, Slovakia and Romania. Finally, the countries hit especially
adversely by the recent Global Financial Crisis – Ireland, Greece, Portugal, Spain and
Italy – report negative multiplier effects.

Our results reconfirm the positive role played by institutional quality: regions in countries
with better institutions tend to grow more rapidly. The growth effect of Cohesion Policy is
not conditional on the quality of institutions, contrary to the findings of Rodríguez-Pose
and Garcilazo (2015). We find this somewhat reassuring: it implies that improvements
in institutional quality and EU-wide redistribution shape growth on their own, without
being dependent on each other. Hence, national governments can help stimulate economic
development simply by improving institutional quality, even without additional Cohesion
spending (with decisions on the latter being outside of their control).
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Appendix

Figure 1: The ratio of approximate yearly structural funds to regional GDP in 1997, 2004 and 2014. Source:
Own depiction based on data from Cambridge Econometrics Database and DG Regio.
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Figure 2: The ratio of the area of Natura 2000 sites to a region’s total area.Source: Own depiction based
on data from EEA and Eurostat.
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Table 2: Descriptive statistics

Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max
∆𝑦𝑖𝑗𝑡 4,896 0.016 0.037 −0.153 −0.003 0.034 0.432
ln (𝑦𝑖𝑗𝑡−1) 4,896 9.804 0.697 7.368 9.566 10.235 11.501
ln(∆𝑛𝑖𝑗𝑡 + 0.06) 4,896 −2.777 0.151 −7.142 −2.832 −2.711 −2.068
𝑙𝑛(𝑠𝑖𝑗𝑡) 4,896 −1.533 0.227 −2.922 −1.665 −1.408 −0.415
ln(𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) 4,896 0.007 0.013 0.000 0.001 0.007 0.130
𝑤𝑔𝑖𝑝𝑐𝑎𝑗𝑡 4,896 0.375 2.035 −5.415 −1.088 1.879 3.820
ln (𝑎𝑟𝑒𝑎_𝑝𝑟𝑜𝑝𝑖𝑗𝑡 + 1) 4,896 0.134 0.119 0.000 0.035 0.204 0.578
𝑐𝑜𝑢𝑛𝑡𝑖𝑗𝑡 4,896 68.371 109.119 0 7 87 895
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Figure 3: Correlogram of the computed variables.
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Table 3: European Funds and Regional Growth: OLS

(1) (2) (3) (4) (5)
Δ ln 𝑦𝑖𝑗𝑡 Δ ln 𝑦𝑖𝑗𝑡 Δ ln 𝑦𝑖𝑗𝑡 Δ ln 𝑦𝑖𝑗𝑡 Δ ln 𝑦𝑖𝑗𝑡

ln 𝑦𝑖𝑗𝑡−1 −0.095∗∗∗ −0.107∗∗∗ −0.137∗∗∗ −0.135∗∗∗ −0.147∗∗∗

(0.020) (0.022) (0.022) (0.020) (0.022)
ln 𝑠𝑖𝑗𝑡 0.036∗∗∗ 0.033∗∗∗ 0.025∗∗∗ 0.026∗∗∗ 0.024∗∗∗

(0.009) (0.008) (0.008) (0.008) (0.008)
ln (𝑛𝑖𝑗𝑡 + 𝑔𝑖𝑗𝑡 + 𝛿𝑖𝑗𝑡) −0.036∗∗∗ −0.035∗∗∗ −0.036∗∗∗ −0.036∗∗∗ −0.035∗∗∗

(0.005) (0.005) (0.006) (0.006) (0.006)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) 0.395∗∗∗ 0.413∗∗∗ 0.517∗∗∗ 0.017

(0.145) (0.123) (0.201) (0.391)
𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.014∗∗∗ 0.013∗∗∗ 0.014∗∗∗

(0.002) (0.002) (0.002)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1)*𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.061

(0.057)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1)*𝐸𝑈10 0.543

(0.413)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1)*𝐸𝑈3 0.775∗

(0.422)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1)*𝐺𝐼𝑃𝑆 0.044

(0.459)
𝜆𝑛𝑜𝑛−𝑠𝑝𝑎𝑡𝑖𝑎𝑙 9.98% 11.32% 14.73% 14.50% 15.90%
Half-life 7.29 6.47 5.04 5.12 4.70
Observations 4,896 4,896 4,896 4,896 4,896
R2 0.358 0.364 0.387 0.388 0.390
F-statistic 150.798∗∗∗ 125.63∗∗∗ 138.52∗∗∗ 116.15∗∗∗ 89.39∗∗∗

Regional FEs Yes Yes Yes Yes Yes
Time FEs Yes Yes Yes Yes Yes
Notes: Robust standard errors in parentheses. Significance: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 5: Cohesion Policy and Inter-regional Spillovers: SDM

(1) (2) (3)
gdppcgr gdppcgr gdppcgr

𝜌 0.740∗∗∗ 0.776∗∗∗ 0.795∗∗∗

(0.0225) (0.0231) (0.0233)
ln (𝑦𝑖𝑗𝑡−1) -0.161∗∗∗ -0.151∗∗∗ -0.145∗∗∗

(0.0165) (0.0153) (0.0146)
ln (𝑠𝑖𝑗𝑡) 0.00274 0.00353 0.00425

(0.00643) (0.00644) (0.00645)
ln (𝑛𝑖𝑗𝑡 + 𝑔 + 𝛿) -0.0331∗∗∗ -0.0342∗∗∗ -0.0349∗∗∗

(0.00425) (0.00428) (0.00427)
𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.0117∗∗∗ 0.0104∗∗∗ 0.00970∗∗∗

(0.00265) (0.00257) (0.00256)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) -0.00527 -0.000145 -0.00129

(0.131) (0.132) (0.127)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) ∗ 𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 -0.0189 -0.0555 -0.0763

(0.0647) (0.0594) (0.0599)
W ∗ ln (𝑦𝑖𝑗𝑡−1) 0.131∗∗∗ 0.125∗∗∗ 0.121∗∗∗

(0.0168) (0.0161) (0.0156)
W ∗ ln (𝑠𝑖𝑗𝑡) 0.0219∗∗ 0.0229∗∗ 0.0241∗∗

(0.00915) (0.00997) (0.0107)
W ∗ ln (𝑛𝑖𝑗𝑡 + 𝛿 + 𝑔) 0.0339∗∗ 0.0359∗ 0.0395∗

(0.0162) (0.0191) (0.0206)
W ∗ ln (𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡) -0.00977∗∗∗ -0.00820∗∗ -0.00671∗

(0.00340) (0.00378) (0.00398)
W ∗ ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) 0.299 0.349 0.380

(0.215) (0.240) (0.255)
W ∗ ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) ∗ 𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.0782 0.132 0.171

(0.0991) (0.106) (0.118)
𝜆𝑠𝑝𝑎𝑡𝑖𝑎𝑙 11.88% 12.10% 12.22%
Half-life 5.84 5.73 5.67
Observations 4734 4734 4734
Log-likelihood 10715.95 10694.94 10683.88
AIC -21379.9 -21337.9 -21315.8
BIC -21211.9 -21169.9 -21147.8
Coefficient test 𝜃 = 0 (𝜒2) 77.92∗∗∗ 76.72∗∗∗ 76.24∗∗∗

Coefficient test 𝜃 = −𝛽𝜌 29.87∗∗∗ 25.57∗∗∗ 26.65∗∗∗

Hausman test 156.17∗∗∗ 159.17∗∗∗ 163.47∗∗∗

Regional FEs Yes Yes Yes
Time FEs No No No

Notes: Robust standard errors in parentheses.
Significance: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 6: Cohesion Policy and Inter-regional Spillovers - Direct, Indirect and Total Effects

(1) (2) (3)
Δ ln 𝑦𝑖𝑗𝑡 Δ ln 𝑦𝑖𝑗𝑡 Δ ln 𝑦𝑖𝑗𝑡
D(1) D(2) D(3)

Average Direct Effects
ln (𝑦𝑖𝑗𝑡−1) -0.159∗∗∗ -0.149∗∗∗ -0.144∗∗∗

(0.0167) (0.0155) (0.0149)
ln (𝑠𝑖𝑗𝑡) 0.00602 0.00670 0.00747

(0.00671) (0.00667) (0.00665)
ln (𝑛𝑖𝑗𝑡 + 𝑔 + 𝛿) -0.0313∗∗∗ -0.0325∗∗∗ -0.0329∗∗∗

(0.00397) (0.00398) (0.00403)
𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.0114∗∗∗ 0.0103∗∗∗ 0.00970∗∗∗

(0.00248) (0.00238) (0.00236)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) 0.0385 0.0464 0.0455

(0.125) (0.126) (0.120)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) ∗ 𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 -0.00696 -0.0414 -0.0606

(0.0608) (0.0558) (0.0551)
Average Indirect Effects
ln (𝑦𝑖𝑗𝑡−1) 0.0464 0.0350 0.0291

(0.0293) (0.0358) (0.0405)
ln (𝑠𝑖𝑗𝑡) 0.0879∗∗∗ 0.111∗∗ 0.130∗∗

(0.0333) (0.0427) (0.0503)
ln (𝑛𝑖𝑗𝑡 + 𝑔 + 𝛿) 0.0382 0.0453 0.0623

(0.0554) (0.0776) (0.0938)
𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 -0.00385 -0.0000607 0.00537

(0.00677) (0.00953) (0.0113)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) 1.049 ∗ 1.450∗ 1.728∗

(0.630) (0.845) (1.010)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) ∗ 𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.229 0.373 0.506

(0.260) (0.345) (0.424)
Average Total Effects
ln (𝑦𝑖𝑗𝑡−1) -0.112∗∗∗ -0.114∗∗∗ -0.115∗∗∗

(0.0304) (0.0376) (0.0429)
ln (𝑠𝑖𝑗𝑡) 0.0940∗∗ 0.117∗∗ 0.138∗∗

(0.0368) (0.0460) (0.0533)
ln (𝑛𝑖𝑗𝑡 + 𝑔 + 𝛿) 0.00688 0.0128 0.0294

(0.0563) (0.0786) (0.0950)
𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.00755 0.0102 0.0151

(0.00620) (0.00885) (0.0106)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) 1.088 ∗ 1.497∗ 1.774∗

(0.640) (0.854) (1.017)
ln (𝑒𝑢𝑓𝑟𝑖𝑗𝑡 + 1) ∗ 𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.222 0.331 0.445

(0.252) (0.337) (0.412)
Notes: Robust standard errors in parentheses. Significance: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 8: European Funds and Regional Aggregate Output: Country-specific Effects

Dependent variable: 𝑙𝑛𝑌𝑖𝑗𝑡
elasticity st.dev. euf/y multiplier

𝑙𝑛𝑌𝑖𝑗𝑡−1 0.7544∗∗∗ (0.010)
𝑙𝑛𝑆𝑖𝑗𝑡 0.0733∗∗∗ (0.0054)
𝑙𝑛𝑃𝑖𝑗𝑡 0.8405∗∗∗ (0.0163)
𝑤𝑔𝑖𝑝𝑐𝑎𝑖𝑡 0.0063∗∗∗ (0.0014)
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑎𝑡 0.0047∗∗∗ (0.0016) 0.0021 2.2838
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑏𝑒 0.0003 (0.0008) 0.0011 0.2985
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑏𝑔 0.0006 (0.0012) 0.0123 0.0501
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑐𝑦 −0.0002 (0.0001) 0.0022 −0.0875
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑐𝑧 0.0019∗∗∗ (0.0002) 0.0086 0.2256
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑑𝑒 0.0005 (0.0018) 0.0023 0.2405
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑑𝑘 −0.0143∗∗∗ (0.0021) 0.0005 −31.6278
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑒𝑒 0.0010∗∗∗ (0.0003) 0.0149 0.0642
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑒𝑙 −0.0054 (0.0045) 0.0276 −0.1970
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑒𝑠 −0.0079∗∗∗ (0.0014) 0.0119 −0.6685
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑓𝑖 −0.0081 (0.0091) 0.0022 −3.6294
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑓𝑟 −0.0127∗∗∗ (0.0030) 0.0032 −3.9850
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ ℎ𝑟 −0.0018∗∗∗ (0.0005) 0.0005 −3.3224
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ ℎ𝑢 0.0001 (0.0006) 0.0192 0.0044
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑖𝑒 −0.0041 (0.0056) 0.0067 −0.6094
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑖𝑡 −0.0092∗ (0.0054) 0.0042 −2.2110
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑙𝑡 0.0031∗∗∗ (0.0003) 0.0166 0.1886
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑙𝑢 0.0026∗∗∗ (0.0009) 0.0004 6.7068
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑙𝑣 0.0020∗∗∗ (0.0003) 0.0153 0.1334
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑚𝑡 0.0005∗∗∗ (0.0001) 0.0057 0.0958
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑛𝑙 0.0019 (0.0022) 0.0009 2.1692
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑝𝑙 0.0021∗∗∗ (0.0003) 0.0143 0.1491
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑝𝑡 −0.0103∗∗∗ (0.0028) 0.0354 −0.2916
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑟𝑜 0.0039∗∗∗ (0.0004) 0.0084 0.4682
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑠𝑒 0.0025 (0.0026) 0.0014 1.8018
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑠𝑖 0.0013∗∗∗ (0.0003) 0.0072 0.1850
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑠𝑘 0.0038∗∗∗ (0.0004) 0.0090 0.4209
𝑙𝑛(𝐸𝑈𝐹𝑖𝑡 + 1) ∗ 𝑢𝑘 0.0045∗∗∗ (0.0012) 0.0014 3.1079
Observations 4,896
R2 0.957
Regional FEs Yes
Time FEs Yes

Notes: Robust standard errors in parentheses. Significance: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Figure 4: Multiplier of the impact of EU funds on GDP.
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